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Abstract 
 

This work starts the phase field modeling that is a linearized elastodynamics model coupling 

the phase theory, the material is intact by 1φ =  and crack by 0φ = . This problem is solved 
by the numerical methods and FORTRAN program.  

 

Firstly we simulate a simple case only the displacement loading and the results are straight 
crack and symmetric branched crack under the different amplitude of displacement. 

 

Then, the main works are simulations of quasistatic under the thermal loading. There are 
straight propagation and oscillating propagation with different amplitude of the temperature. 

Those results fit other experimental and numerical research. The wavelength of oscillating is 

about 60 and amplitude of oscillating is 25. When the g = 545, the oscillating crack would 
propagate a little back and it is going on oscillating propagation. 
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Chapter 1

Introduction

The study of fracture is an old topic and the crack formation, propagation, morphology and
the path prediction are hot research fields. Especially, the brittle material such as the glass is
broken under the thermal loading. This problem would be studied by experimental research,
theory modeling and numerical analysis.

The thermal crack problem has attracted a lot of attention in the experimental side. A. Yuse
and M. Sano [2] firstly taken the experiment that heated a thin glass plate with a notch at its
end and pulled in the cold bath (the similar experimental process model shows in Fig.1.0.1).
The control parameters in this experiment are mainly the width of glass plate L, the different of
temperature ∆T between the oven and cold bath and the pulling velocity v.

Figure 1.0.1: Experimental process model

The similar experiments were done by O. Ronsin and B. Perrin [9], Yang et al. [19] and Deegan
et al [5]. The results show in Fig.1.0.2 that the crack does not propagate, the crack propagates
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following a straight centered path and the crack propagates to oscillate with the different oscil-
lating wavelength. Interestingly, these are very reproducible regimes, which makes the thermal
crack an ideal model experiment as it allows to study the slow propagation of cracks under well
controlled conditions.

Figure 1.0.2: The various crack growth experiment [9]

Analytically and numerically the crack path prediction in the modeling system is an other im-
portant way to research this problem. However, this work is one of main challenges in the field
of fracture mechanics, because a satisfactory equation of motion of a crack tip is associated
with a fundamental understanding of material separation mechanisms that are showed by Fre-
und [12] and Broberg [1]. There are some different crack propagation theories which have been
done by scientists.

The general idea of crack propagation law is a pattern formation process induced by mechanical
stresses. Within the framework of Linear Elastic Fracture Mechanics (LEFM), the propagation
of a crack is mainly governed by the singular behavior of the stress field in the vicinity of its
tip and this theories were done by Freund [12] and Leblond [17].

The Griffith energy criterion governs the evolution of the crack tip by the Griffith [15]. This
law controls the states that the intensity of the loading necessary to induce propagation is given
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by G = Γ, where G is the energy release rate and Γ is the fracture energy of material, that is
the energy needed to create new free surfaces. The Irwin criterion [18] is a rewritten using the
stress of Griffith criterion. This model is very useful in predicting crack initiation and it cannot
predict the direction of the tip. The Principle of Local Symmetry (PLS) was first formulated
by Barenblatt G. [13] and it states that the crack advances in much a way that in-plane shear
stress vanishes in the vicinity of the crack tip. The PLS rule can achieve the shortage of the
Griffith criterion. Recently there are many development laws of PLS to apply for the crack
tip and prediction. And Katzav E. [7] used a pure LEFM approach combined with the Griffith
criterion and the PLS to study roughening instabilities of crack.

In this work, we use the phase-field modeling and numerical analyze the crack propagation.
The phase field model was firstly introduced by Caginalp G. and Fife P. [14]. F. Corson et al.
[6] used the method to simulate the thermal crack problem Fig.1.0.1 and compared its results
with those of a theoretical analysis.

The phase-field modeling is a based on the linearized elastodynamics [10] coupled the phase
field modeling. Its detail is addressed in the next chapter. Here, I would like to address another
important point that is wave propagation in the numerical crack propagation. The problem
is that the velocity of each points of material is 0 at the beginning and the velocity is also
very small in the quasistatic of crack propagation. However, the velocity is first derivative the
displacement by the elastodynamics model. In other words, there are wave in crack propagation
in numerical analysis. To reduce this effect, one way is to add the damping in the material when
the crack is propagating, specially, the dynamics of quasistatic of crack propagation under the
thermal loading.

This paper mainly includes the phase-field modeling of crack and numerical analysis in the
chapter 2, the simple case of crack propagation under displacement loading in the chapter 3
and the dynamics of quasistatic of crack propagation in the chapter 4.
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Chapter 2

The phase-field modeling of crack and
numerical analysis

The phase field modeling is to introduce an additional field (the phase field) that describes the
state of the system. The main advantage of this method is to get a clear shape of same phase
value curve. In this work of fracture, the material is intact by φ = 1 and crack by φ = 0.
The modeling is a linearized elastodynamics model coupling the phase theory in this work. It
has the desired properties, couping between the phase field and elastic field, that no stresses
are transmitted across a crack and on can associate a finite surface energy with the interface, so
that the fracture energy is well-defined [6]. In this chapter, there are two parts that are evolution
problems in elastic phase field modeling and numerical analysis of the evolution problem.

2.1 The phase field modeling

The phase field modeling is linearized elastodynamics [10] coupled the phase field. The dis-
placement field is ui. For small deformation in this problem, the strain εi j field is

εi j =
1
2
(

∂ui

∂x j
+

∂u j

∂xi
) (2.1.1)

Considering an isotropic elastic material and the thermal loading, i.e. the constitutive law (the
stress field σi j ) is given by
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σi j = λ trεkkIi j +2µεi j−Kα∆T Ii j (2.1.2)

where λ is the Lame Modulus, µ is the shear modulus, K is the bulk modulus in the two
dimensional problem K = λ + µ [8], α is the thermal expansion coefficient and ∆T is the
temperature change.

The acceleration, stress field σi j and phase field φ (it is a scalar) can be put in the linear
momentum balance (balance equation), which reads

divg(φ)σi j =
d2ui

dt2 (2.1.3)

g(φ) = 4φ
3−3φ

4 (2.1.4)

where ui is displacement field, σi j is Cauchy stress field and φ (0 5 φ 5 1) is phase field. The
properties of function g(φ) are g(0) = 0, g(1) = 1 and g

′
(0) = g

′
(1) = 0. The function g(φ)

couples in elastic energy by Adda-Bedia and Pomeau [3]. It means that, when the material is
broken (φ = 0), the elastic energy is 0 and, while the material is intact, it linearly contributes
the elastic energy.

The free energy Eel of the body is a function of the strain tensor and the change the temperature
of the body [16]. Since the free energy is a scalar, each term in the expansion of Eel must be a
scalar also. The components of free energy are that F0(T ) is a function of initial temperature
T , 1

2λ (trεi j)
2 is the squared sum of the diagonal strain tensor, µtrε2

i j is the sum of diagonal the
squares of strain and −Kα∆Ttrεi j is component of the temperature change. We therefore have
as far as all terms:

Eel = F0(T )−Kα∆Ttrεi j +
1
2

λ (trεi j)
2 +µtrε

2
i j (2.1.5)

The laws of thermodynamics are only directly applicable to systems in thermal equilibrium. In
other words, the minimization of the free energy equals 0 that is thermal equilibrium systems.
We change the form of the free energy to fit the minimization value 0. Here, an example of two
dimensional problem (2D problem is following work) is showed by the allocation method.

Form of equation 2.1.5 is changed
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Eel = F0(T )−Kα∆T (εxx + εyy)+
K
2
(εxx + εyy)

2 +µ(2ε
2
xy +

1
2
(εxx− εyy)

2) (2.1.6)

Eequation 2.1.6 is changed by the allocation method

Eel = F0(T )+
K
2
((εxx + εyy)−α∆T )2− K

2
(α∆T )2 +µ(2ε

2
xy +

1
2
(εxx− εyy)

2) (2.1.7)

Let take the initial term F0(T ) = K
2 (α∆T )2. The free energy Eel only has the squared terms

which mean the minimization value always equals 0.

Finally, we obtain the free energy equation that is

Eel =
K
2
(εxx + εyy−α∆T )2 +µ(2ε

2
xy +

1
2
(εxx− εyy)

2) (2.1.8)

The phase field can be made to track the correct state if it obeys a standard two minimum
Ginzburg-Landau equation with the relative energy of two wells dependent on Eel −Ec [4].
Specifically, we choose

dφ

dt
= Dφ ∇

2
φ −V

′
DW (φ)− µ

2
g
′
(φ)(Eel−Ec) (2.1.9)

where Ec is a constant value which represents the critical magnitude of the elastic energy.
The basic idea involves representing the local state of the system, either intact with Eel > Ec

or broken with Eel < Ec . And where VDW (φ) = 1
4φ 2(1− φ)2, V

′
DW (φ) = 1

2φ − 3
2φ 2 + φ 3,

g
′
(φ) = 12φ 2−12φ 3 and the constant Dφ is the diffuse coefficient.

2.2 Numerical analysis of the evolution problem

This problem is solved by numerical methods that are the Finite Differences Method for the
space field and the Forward Euler Method for the time field. We get all initial fields and then
we get the current all fields by those two methods. Specifically, we solve this problem by
coding in the Fortran and plot the results by Matlab. Because the Fortran has good stability and
fast and the Matlab has good the visibility.
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2.2.1 Initial all fields

The numerical analysis is two dimensional (2D) problem. Given the initial finite element fields
are the displacement field, phase field and temperature change field. For example, the numerical
domain is 400∗400 grid points which mean 0 ≤ x ≤ nx = 400 and 0 ≤ y ≤ ny = 400 (x and y
are integer). The part of grid points show in Fig.2.2.1. The displacement fields are un

x and un
y

on the nodes • (marked nodes 1). For example, the displacement fields are

un
x(x,y) = 0

un
y(x,y) = (y−ny/2+2.5)2

(2.2.1)

We mark each initial quantity is n and each current quantity n+1.

The phase field φ is on the nodes ◦ (marked nodes 2). For example, the phase field is

φ
n(x,y) = 1− (e−r2/400)∗ (1+ tanh((4nx/8−5− x)/5))/2 (2.2.2)

where r = (y−ny/2+2.5)2.

And the temperature change field ∆T is on the nodes ◦ (marked nodes 2). For example, the
temperature change field (also called tt) is

∆T (x,y) = 0 0≤ x < 200

∆T (x,y) =−0.01∗ tanh((200− x)/12)+0.01 200≤ x≤ 400
(2.2.3)

This field doesn’t depend on y. In other words, the temperature field is constant value in the
same y and it shows in the chapter 4.

We can see other nodes � (marked nodes 3) in the Fig.2.2.1. They help to solve some quantities
which have relation between the two nodes 1 field and nodes 2 field. Therefore, we call the
nodes 3 are caculated field.
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Figure 2.2.1: Grid points of different fields (• Nodes 1 - Displacement field; ◦ Nodes 2 - Phase
field and temperature change field; � Nodes 3 - Caculation field)

According to the phase field modeling, we can solve the initial strain fields. Firstly, the average
values of initial displacement fields un

x on the nodes 3 are



un
x(x,y)right = 0.5∗ (un

x(x+1,y)+un
x(x+1,y+1))

un
x(x,y)le f t = 0.5∗ (un

x(x,y)+un
x(x,y+1))

un
x(x,y)up = 0.5∗ (un

x(x,y+1)+un
x(x+1,y+1))

un
x(x,y)down = 0.5∗ (un

x(x,y)+un
x(x+1,y))

(2.2.4)

By the same way, we obtain the average values of initial displacement fields un
y on the nodes 3

that are



un
y(x,y)right = 0.5∗ (un

y(x+1,y)+un
y(x+1,y+1))

un
y(x,y)le f t = 0.5∗ (un

y(x,y)+un
y(x,y+1))

un
y(x,y)up = 0.5∗ (un

y(x,y+1)+un
y(x+1,y+1))

un
y(x,y)down = 0.5∗ (un

y(x,y)+un
y(x+1,y))

(2.2.5)

Finite differences method (FDM) is numerical method for solving differential equation by ap-
proximating them with difference equations, in which finite differences approximate the deriva-
tives. The derivation comes from Taylor’s polynomial which is an approximation for the first
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derivative of the function in this method [11]. FDM is thus discretization method and my
project the initial fields are satisfied.

According to the strain equation 2.1.1, we can obtain the initial strain fields on the nodes 2 by
the finite differences method that are



εn
xx(x,y) = 0.5∗ un

x(x,y)right−un
x(x,y)le f t

dx ∗2

εn
xy(x,y) = 0.5∗ (un

x(x,y)up−un
x(x,y)down

dy +
un

y(x,y)right−un
y(x,y)le f t

dx )

εn
yy(x,y) = 0.5∗ un

y(x,y)up−un
y(x,y)down

dy ∗2

εn
yx(x,y) = 0.5∗ (un

y(x,y)right−un
y(x,y)le f t

dx +
un

x(x,y)up−un
x(x,y)down

dy )

(2.2.6)

According to the stress equation 2.1.2 and the initial strain fields, we obtain the initial stress
fields on the nodes 2 are easily showed that are



σn
xx(x,y) = λ (εn

xx(x,y)+ εn
yy(x,y))+2µεn

xx(x,y)−Kα∆T (x,y)

σn
xy(x,y) = 2µεn

xy(x,y)

σn
yy(x,y) = λ (εn

xx(x,y)+ εn
yy(x,y))+2µεn

yy(x,y)−Kα∆T (x,y)

σn
yx(x,y) = 2µεn

yx(x,y)

(2.2.7)

We can change the forms of two accelerations by the equation 2.1.3 that are


d2un

x(x,y)
dt2 = ∂x(g(φ n(x,y))σn

xx(x,y))+∂y(g(φ n(x,y))σn
xy(x,y))

d2un
y(x,y)
dt2 = ∂y(g(φ n(x,y))σn

yy(x,y))+∂x(g(φ n(x,y))σn
yx(x,y))

(2.2.8)

Now we have equation 2.2.8 of stress fields and phase field on the nodes 2. However, we would
like to get the results of acceleration on the nodes 1. Here, we can use the finite differences
method again in the right sides to the two accelerations on the nodes 1.

Firstly, we need to get the average values of function g(φ) and the average value of stresses on
the nodes 3 (Calculation field). To obtain the clear results, they are separately written that are

g(φ n(x,y))right = 0.5∗ (g(φ n(x,y))+g(φ n(x,y−1)))

g(φ n(x,y))le f t = 0.5∗ (g(φ n(x−1,y))+g(φ n(x−1,y−1)))
(2.2.9)
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and



σn
xx(x,y)right = 0.5∗ (σn

xx(x,y)+σn
xx(x,y−1))

σn
xx(x,y)le f t = 0.5∗ (σn

xx(x−1,y)+σn
xx(x−1,y−1))

σn
yx(x,y)right = 0.5∗ (σn

yx(x,y)+σn
yx(x,y−1))

σn
yx(x,y)le f t = 0.5∗ (σn

yx(x−1,y)+σn
yx(x−1,y−1))

(2.2.10)

Then, we can obtain the values ∂x(g(φ n(x,y))σn
xx(x,y)) and ∂x(g(φ n(x,y))σn

yx(x,y)) on the
nodes 1 by the finite differences method that are

∂x(g(φ n(x,y))σn
xx(x,y)) =

g(φ n(x,y))rightσ
n
xx(x,y)right−g(φ n(x,y))le f tσ

n
xx(x,y)le f t

dx
(2.2.11)

∂x(g(φ n(x,y))σn
yx(x,y)) =

g(φ n(x,y))rightσ
n
yx(x,y)right−g(φ n(x,y))le f tσ

n
yx(x,y)le f t

dx
(2.2.12)

By the same way, we have the average values of function g(φ) and the average value of stresses
on the nodes 3 that are

g(φ n(x,y))up = 0.5∗ (g(φ n(x,y))+g(φ n(x−1,y)))

g(φ n(x,y))down = 0.5∗ (g(φ n(x,y−1))+g(φ n(x−1,y−1)))
(2.2.13)

and



σn
yy(x,y)up = 0.5∗ (σn

yy(x,y)+σn
yy(x−1,y))

σn
yy(x,y)down = 0.5∗ (σn

yy(x,y−1)+σn
yy(x−1,y−1))

σn
xy(x,y)up = 0.5∗ (σn

xy(x,y)+σn
xy(x−1,y))

σn
xy(x,y)down = 0.5∗ (σn

xy(x,y−1)+σn
xy(x−1,y−1))

(2.2.14)

We can obtain the values ∂y(g(φ n(x,y))σn
yy(x,y)) and ∂y(g(φ n(x,y))σn

xy(x,y)) on the nodes 1
by the FDM that are
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∂y(g(φ n(x,y))σn
yy(x,y)) =

g(φ n(x,y))upσn
yy(x,y)up−g(φ n(x,y))downσn

yy(x,y)down

dy
(2.2.15)

∂y(g(φ n(x,y))σn
xy(x,y)) =

g(φ n(x,y))upσn
xy(x,y)up−g(φ n(x,y))downσn

xy(x,y)down

dy
(2.2.16)

According to equation 2.2.8, now we can get the two initial accelerations d2un
x(x,y)
dt2 and

d2un
y(x,y)
dt2

on the nodes 1.

We can obtain the initial rate of phase dφ n(x,y)
dt on the nodes 2 by the equation 2.1.9. There is a

Laplace equation ∇2φ in the equation 2.1.9. And dx = dy in this problem. To solve it, we use
the skewed 9-point stencil (see Fig. ).

Figure 2.2.2: Skewed 9-point stencil

Therefore, the Laplace equation is

∇
2
φ

n(x,y) =
1

6(dx)2 (φ
n(x−1,y−1)+4φ

n(x−1,y)+4φ
n(x+1,y)

+φ
n(x+1,y+1)−20φ

n(x,y)+φ
n(x+1,y−1)

+4φ
n(x,y−1)+4φ

n(x,y+1)+φ
n(x−1,y+1)) (2.2.17)
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We have the initial strain fields and phase field on the nodes 2 and we can easily get the Eel and
V
′
Dw(φ). Then, according to the equation 2.1.9, we obtain the initial rate of phase dφ n(x,y)

dt on
the nodes 2.

2.2.2 Current all fields

We obtain the two initial accelerations d2un
x(x,y)
dt2 and

d2un
y(x,y)
dt2 on the nodes 1 and the initial rate of

phase dφ n(x,y)
dt on the nodes 2 in before subsection. The current displacement fields un+1

x (x,y),
un+1

y (x,y) and the current phase field φ n+1(x,y) is solved by the Forward Euler Method.

This method is a numerical procedure for solving ordinary differential equations with a given
initial value. It is the most basic explicit method for numerical integration of ordinary differen-
tial equations and is the simplest Runge–Kutta method [11].

The initial velocities are dun
x(x,y)
dt = 0 and

dun
y(x,y)
dt = 0. We obtain the current velocities on the

nodes 1 by the Forward Euler Method that are

dun+1
x (x,y)

dt
=

dun
x(x,y)
dt

+
d2un

x(x,y)
dt2 dt (2.2.18)

dun+1
y (x,y)

dt
=

dun
y(x,y)
dt

+
d2un

y(x,y)
dt2 dt (2.2.19)

Because the initial velocities are 0, we use the current velocities to replace the initial velocities
to solve the current displacement fields un+1

x (x,y) and un+1
y (x,y) on the nodes 1 by the Forward

Euler Method again that are

un+1
x (x,y) = un

x(x,y)+
dun+1

x (x,y)
dt

dt (2.2.20)

un+1
y (x,y) = un

y(x,y)+
dun+1

y (x,y)
dt

dt (2.2.21)

The current phase field φ n+1(x,y) is easily got by the Forward Euler Method that is

φ
n+1(x,y) = φ

n(x,y)+
dφ n(x,y)

dt
dt (2.2.22)
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Now we have the current displacement fields un+1
x (x,y) and un+1

y (x,y), the current phase field
φ n+1(x,y) and the constant temperature change field ∆T (x,y). We also get current all fields
same as the initial all fields. By the same way, we can obtain all fields in the next step. There-
fore, this problem is solved by code and we code by Fortran in this project.
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Chapter 3

The simple case of crack propagation
under displacement loading

Firstly, we simulate a simple case of crack propagation under only displacement loading in this
chapter. It looks like a tensile stress normal to the plane of the crack (by the Mode I fracture)
to see the crack propagation. It would help to understand the phase modeling which shows in
the chapter 2 and to check the code whether work.

3.1 Introduction of simulation

The grid points of domain (See Fig.3.1.1) are 800∗400 (It means nx = 800 and ny = 400 ).

Figure 3.1.1: Initial crack and displacement field
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The initial crack is in left and center of the domain and its size is 100∗8 grid points (Equation
3.1.1). Each grid size is dx = dy = 0.2.

φ
n(x,y) = 1− (e−r2/400)∗ (1+ tanh((nx/8−5− x)/5))/2 (3.1.1)

where r = (y−ny/2+2.5)2.

The loading is displacement loading in the displacement field (See the equation 3.1.2). The
loading is only apply in the y direction and the field also shows in Fig.3.1.1.

ux = 0

uy = (y−200)/400∗η

(3.1.2)

Where η is the amplitude of displacement.

The left side is the mirror boundary for the displacements that mean ux(0, :) = −ux(1, :) and
uy(0, :) = uy(1, :).

In this simulation, there is no temperature loading ∆T = 0. Other parameters are that the time
step dt = 0.002, the diffusion coefficient Dφ = 1, Lame Modulus λ = 1, Shear modulus µ = 1,
thermal coefficient α = 1 and constant Ec = 1.

3.2 The results of simulation

Firstly, the results are the straight crack propagation, when the amplitude of displacement η =

20. The crack shapes in the different time show in the Fig.3.2.1. The initial crack is not
exactly in the center (about y = 198), while time t = 1. The width of crack decreases a little
bit and increases to the initial width showed in t = 100. Then, the crack keeps a same width to
propagate and the center increases a little bit (about y = 198.3) in t = 200. When t = 300, the
crack reaches the right side.
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Figure 3.2.1: Crack propagation in different time

The x position of crack tip with time t shows in Fig.3.2.2. The crack is no propagation at
beginning t ≤ 10, and it reaches x = 800 about t = 300. Now, we give a definition of velocity
of crack propagation that is the slope of curve (in Fig.3.2.2) timed dx = 0.2. We get the velocity
of crack propagation is 0.495.

Figure 3.2.2: x tip position with time
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Another simulation is branched crack propagation in Fig.3.2.3, while the η = 30. The in initial
crack is same as the η = 20 in time t = 1. The width of crack increases from about 5 grid
points to 30 grid points (as a torn shape) in t = 50. Then, the crack changes to two symmetrical
branches and propagates in t = 100, t = 150 and t = 200.

Figure 3.2.3: Crack propagation in different time

The x tip position with time shows in Fig.3.2.4. The crack starts to propagate at t = 5 and it
reaches the right side at t = 240. The velocity of crack propagation keeps a constant value that
is 0.599.
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Figure 3.2.4: x tip position with time

Finally, we get the velocity of crack propagation in different amplitude of displacement η

shown in Fig.3.2.5. The velocity is increasing with the amplitude increasing and this curve is
closely linear relation. When the amplitude of the displacement is 16, the velocity is 0.374.
The velocity is 0.626, while the amplitude is 32.5.

Figure 3.2.5: Velocity of crack with the amplitude of displacement

In this chapter, we get that the crack is straight crack propagation in the smaller displacement
loading and the branched crack propagation in the higher displacement loading. And the veloc-
ity of crack propagation is increasing with the amplitude increasing. The phase field modeling
and the code is working for the crack propagation.
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Chapter 4

The dynamics of quasistatic of crack
propagation

According to O. Ronsin and B. Perrn’s experimental [9], the main two types of dynamics of
quasistatic directional crack growth in brittle material are straight propagation and oscillating
propagation. In this chapter, we simulated the two types of crack propagating under thermal
loading. This work basics on before work which I have.

4.1 Introduction of simulation

This this chapter, the simulation domain is infinite length x and y=200 grid points of width.
However, we only numerically simulate the finite domain that the grid points are 400 ∗ 200
each time step. To simulate the infinite length sample, the way is to move all domain right to
left one grid each 2000 time steps (The time step is dt = 0.002). It looks like to pull a infinite
length sample to left. The size of each grid is dx = dy = 0.2. We mark the initial crack left side
x = 0 any time.

The initial crack (See Fig.4.1.1) equation is

φ
n(x,y) = 1− (e−r2/200)∗ (1+ tanh((nx/1.29−5− x)/5))/2 (4.1.1)

where r = (y−ny ∗0.524+2.5)2.
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Figure 4.1.1: Initial crack

The thermal loading equation is

∆T (x,y) = 0 0≤ x < 200

∆T (x,y) =−0.01∗ tanh((200− x)/12)+0.01 200≤ x≤ 400
(4.1.2)

This is a basic temperature shape in Fig.4.1.2. We need to time a amplitude γ in the simulation.
This temperature is to simulate the problem Fig.1.0.1 that is hated the thin glass plate and pulled
in cold bath.

Figure 4.1.2: Basic temperature shape

There are free boundary conditions for the three sides. It means that, when x = 1 in the left
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side, the σxx = σxy = σyx = 0 and
εyy =

uy(0,y+1)−uy(0,y)
dy

εxx = (Kα4T −λεyy)/(2µ +λ )

σyy = 2µ(εyy− εxx)

(4.1.3)

By the same way, we have the free boundary conditions for up and down and down (y = 0
and y = ny) that σxx = 2µ(εxx− εyy). For each 2000 time steps, we simulate the pulled case of
infinite sample that is


ux(x,y) = ux(x+1,y)

uy(x,y) = uy(x+1,y)

φ(x,y) = φ(x+1,y)

(4.1.4)

As we mentioned in the introduction of wave propagation, we add the damping in each time
step to reduce the velocity du

dt equations 2.2.18 and 2.2.19 that

dun+1
x (x,y)

dt
=

dun
x(x,y)
dt

+
d2un

x(x,y)
dt2 dt− f

dun
x(x,y)
dt

dt−0.2(1−φ
n(x,y))

dun
x(x,y)
dt

dt (4.1.5)

dun+1
y (x,y)

dt
=

dun
y(x,y)
dt

+
d2un

y(x,y)
dt2 dt− f

dun
y(x,y)
dt

dt−0.2(1−φ
n(x,y))

dun
y(x,y)
dt

dt (4.1.6)

where f is a function and it depends on the position that means , when the position is far from
crack center, there are more damping value.

Other parameters are that the time step dt = 0.002, the diffusion coefficient Dφ = 1, Lame
Modulus λ = 1, Shear modulus µ = 1, thermal coefficient α = 1 and constant Ec = 1.

4.2 Straight crack propagation

The amplitude of temperature is γ = 350, the crack propagation is straight crack (See Fig.4.2.1).
The crack tip of y is between 100.81 to 100.86 and this tip is max elastic energy position.
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Figure 4.2.1: Crack tip position

The crack propagation in different time figures show in Fig. 4.2.2. At time t=4, the crack
does not propagate and it about starts on t=125. The width of crack decreases from 8 to 7
(see t=1000). Then the crack keeps perfect line propagation and the shape doesn’t change (See
t=5000 and t=10000).

Figure 4.2.2: Crack propagation in different time
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4.3 Oscillating crack propagation

The max amplitude of temperature is γ = 500 and the amplitude starts 400 linearly increased
to 500 with the time step at the beginning time t ≤ 2000. The crack propagation is oscillating
propagation (max elastic energy position) Fig.4.3.1. The oscillation amplitude is increased
with increasing the amplitude of temperature at beginning. The oscillation amplitude is closely
a constant value about 15 after the time 2000 (it means the max temperature amplitude is
constant value 500) at the crack position x about at 900.

The figure 4.3.1 show the crack is different architect’s scale of the coordinates. An other words,
the x coordinate is about 100 times of y coordinate. It is better to see the detail of shape of crack
in the same scale of coordinates. We choose the two parts 1 and 2 in Fig.4.3.1 which represent
the two different shape in Fig.4.3.1.

Figure 4.3.1: Crack tip position

The detail of parts 1 and 2 shown in Fig.4.3.2. This results of crack shape are similar with
experimental and numerical results [9][6]. The oscillating wavelength is about 60 and the
amplitude of oscillating is about 25 (between 85 to 115). The details of domain 1 and 2 are
similar shape.
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Figure 4.3.2: Parts of crack with the same architect’s scale coordinates

The real phase crack shape shows in Fig.4.3.3 in different time. At the beginning, the crack is
straight propagation until the tip position is about the 620 (time is t=1280) (See the Fig.4.3.1).
And the temperature amplitude is about γ = 464. Then the crack is oscillating and the amplitude
of oscillating is increasing until the time t=2000 (x position x=800) temperature amplitude 500
(See the time t=2000, t=2500 and t=3000 in Fig.4.3.3).

From the Fig. 4.3.1, we found the amplitude of oscillating is also a litter increasing to t=2200
(x position x=850) and the amplitude of the oscillation doesn’t change too much (y position is
about 88 to112) which show in time t=5000 and t=10000 in Fig.4.3.3. If we see those phase
crack in in same architect’s scale of the coordinates, the amplitude of oscillating is similar and
it is prefect oscillating in Fig.4.2.2.
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Figure 4.3.3: Crack propagation in different time

When the amplitude of temperature is γ = 545, the oscillating crack oscillating propagation
little change (See Fig.4.3.4). The oscillating starts at about x = 900 and the amplitude of
oscillating is increasing. Then it keeps a same value. However, the crack propagation little
back and tip turns to one side. Then the crack back to center and going on the oscillating at
about x = 1200.
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Figure 4.3.4: Crack tip position

The detail of different crack propagation shows in Fig.4.3.5 and it is max elastic energy position
(it is part of crack in Fig.4.3.4). Now the crack is same architect’s scale coordinates and we can
find the detail of crack shape. The crack turn back about at x = 1070. The crack tip goes to left
at x = 1025 and then it backs to right. When the tip x = 1400 (See Fig.4.3.4), the crack backs
the normal oscillating.

Figure 4.3.5: Part of crack with the same architect’s scale coordinates

The phase crack in different time shows in Fig.4.3.6. When t = 3352, the crack starts to back
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left. The strang propagation is fast and it reaches the before back is only time 20 See t = 3372.
Then it spends time to propagate t = 3460 to one side and to right. Finally, we find the crack
back to normal propagation (when the tip after 1200).

Figure 4.3.6: Crack propagation in different time

However, the phase crack propagate to back and it confuses with the previous crack t = 3372
and t = 3460 in Fig.4.3.6. To solve this problem, we need to get the result that has longer
wavelength of oscillating.
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Chapter 5

Conclusions

This work starts the phase field modeling that is intact 0.5≤ φ ≤ 1 and crack by 0≤ φ ≤ 0.5.
This problem is solved by the numerical methods which mainly are Finite Differences Method
for the space field and the Forward Euler Method for the time field. Then, we code this problem
by Fortran program. The first results are straight crack and symmetric branched crack by a
simple case under the displacement loading.

The main results are straight propagation and oscillating propagation under the thermal loading.
We get all those two results in different amplitude of temperature that are γ = 350 and γ = 500
which fit other experimental and numerical research. The wavelength of oscillating is about 60
and amplitude of oscillating is 25. When the γ = 545, the oscillating crack would propagate a
little back and it is going on oscillating propagation.

The future work is simulation of crack back case with the longer wavelength of oscillating and
those results are compared with results from another approach, such as X-FEM.
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